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Abstract

We reexamine two-dimensional Lorentzian conformal field theory using
the formalism previously developed in a study of sine-square deformation
of Euclidean conformal field theory. We construct three types of Virasoro
algebra. One of them reproduces the result by Lüscher and Mack, while
another type exhibits the divergence in the central charge term. The other
leads the continuous spectrum and contains no closed time-like curve in the
system.

In [1,2], it was shown that the sine-square deformation (SSD) [3] of conformal
field theory [4] can be understood in terms of the new quantization scheme called
the “dipolar quantization.” So far, the analysis has been limited in the Euclidean
theories. In this note, we would like to extend our analysis to Lorentzian conformal
field theories [5–7] i.
Minkowski covering space To consider conformal field theories in Minkowski
spacetime, one need to introduce the universal covering space of the original
Minkowski spacetime [7]. In two-dimensional (2d) case, the universal covering
space can be conveniently depicted as the surface of the cylinder of the unit radius
and infinite length with the coordinate:

(sinσ, cosσ, τ), (1)

iSome of the earlier studies on SSD are [8, 9]. In the context of string theory and conformal
field theory, it was studied in [10,11]. More recent studies include [12–19].

1



which can be translated into the 2d Cartesian coordinates:

x0 =
sin τ

cos τ + cosσ
, x1 =

sinσ

cos τ + cosσ
. (2)

As a matter of fact, there exists a much simpler expression

x0 ± x1 = tan
τ ± σ

2
, (3)

which prompts us to introduce a new set of coordinates:

x± ≡ x0 ± x1, u± ≡ τ ± σ
2

, (4)

thus yielding
x± = tanu±. (5)

The above relation maps the entire Minkowski spacetime to the Penrose diamond;
the Minkowski spacetime is mapped to a diamond shape on the cylinder, which is
the universal covering of the (Penrose) diamond.
conformal symmetry The generators of the (2d) conformal transformation

[translation] P̂µ =
∂

∂xµ
,

[rotation] M̂µν = gµρx
ρ ∂

∂xν
− gνρxρ

∂

∂xµ
,

[dilation] D̂ = xµ
∂

∂xµ
,

[SCT] K̂µ = 2gµρx
ρxν

∂

∂xν
− (x · x)

∂

∂xµ
,

can be expressed explicitly in these coordinates as follows:

P̂0 =
∂

∂x+
+

∂

∂x−
= cos2 u+ ∂

∂u+
+ cos2 u−

∂

∂u−
, (6)

P̂1 =
∂

∂x+
− ∂

∂x−
= cos2 u+ ∂

∂u+
− cos2 u−

∂

∂u−
, (7)

D̂ = x+ ∂

∂x+
+ x−

∂

∂x−
=

1

2
sin 2u+ ∂

∂u+
+

1

2
sin 2u−

∂

∂u−
, (8)

M̂01 = x+ ∂

∂x+
− x− ∂

∂x−
=

1

2
sin 2u+ ∂

∂u+
− 1

2
sin 2u−

∂

∂u−
, (9)

K̂0 = (x+)2 ∂

∂x+
+ (x−)2 ∂

∂x−
= sin2 u+ ∂

∂u+
+ sin2 u−

∂

∂u−
, (10)

K̂1 = −(x+)2 ∂

∂x+
+ (x−)2 ∂

∂x−
= − sin2 u+ ∂

∂u+
+ sin2 u−

∂

∂u−
, (11)
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where we set the metric as

g00 = 1 , g11 = −1 , g10 = g01 = 0. (12)

Note that each generator is composed of “chiral” part that includes exclusively x+

or u+, and “anti-chiral” part with only x− or u−.
The (rescaled) Casimir invariant of the conformal transformation is

C(2) ≡ (D̂)2 − 1

2

(
P̂0K̂0 + K̂0P̂0

)
+
(
M̂01

)2

+
1

2

(
P̂1K̂1 + K̂1P̂1

)
; (13)

the adjoint action of the above generators on their linear combination,

X ≡ dD̂ + p0P̂0 + k0K̂0 +m01M̂01 + p1P̂1 + k̂1K1, (14)

leaves the following combination of the coefficients invariant:

c(2) = (d)2 − 4p0k0 + (m01)2 + 4p1k1. (15)

Taking advantage of the invariance of c(2) under the adjoint action, one can, in
turn, classify the (adjoint) generators by the value of c(2).

The purpose of this note is to construct a set of Virasoro algebras, L(+)
κ and

L(−)
κ , in the way that

L(+)
0 + L(−)

0 , (16)

evokes a time translation of our choosing. We shall choose, as the time translation,
the 2d conformal transformation, which can be classified by c(2) and each classifi-
cation may be conveniently represented by, for example, the following generators:

M̂01 [c(2) = 1], (17)

P̂0 [c(2) = 0], (18)

P̂0 + K̂0

2
[c(2) = −1]. (19)

Eq. (17) is sometimes called Rindler Hamiltonian while Eq.(18) would be the most
naive Hamiltonian. Eq. (19) is known as Lüscher-Mack Hamiltonian [7]:

P̂0 + K̂0

2
=

1 + (x+)2

2

∂

∂x+
+

1 + (x−)2

2

∂

∂x−
=

∂

∂u+
+

∂

∂u−
=

∂

∂τ
. (20)

For the sake of conciseness, we only present the analysis for the chiral part in the
following; the same analysis trivially applies to the anti-chiral case.

As the first step to the construction of Virasoro algebra, we start with the
corresponding Witt algebra constructed on the space of the differential operators,
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following the treatment in [1, 2]. We introduce the following set of differential
operators:

`(+)
κ ≡ −g(x+)fκ(x

+)
∂

∂x+
, (21)

where g is the function that corresponds to the choice of our time-translation. fκ’s
follow the determining equations

`
(+)
0 fκ(x

+) = −κfκ(x+), (22)

while we can set f0(x(+)) to be unity,

`
(+)
0 = −g(x+)

∂

∂x+
, (23)

without loss of generality. Therefore, fκ’s are not only defining components of `
(+)
κ

but also span the space where `
(+)
0 acts on, as the eigenfunctions. Eq. (22) can be

readily solved and we obtain the explicit expression for fκ(x
+) as

fκ(x
+) = exp

(
κ

∫ x+

dx′

g(x′)

)
. (24)

Further calculation requires specifying the function g, which is to choose the
time translation. Should we choose any of the conformal transformations (6)-(11)
as the time translation, it is suffice to consider a quadratic function for g:

g(x) = ax2 + bx+ c. (25)

Then, we obtain the expression of fκ , assuming a 6= 0, as

fκ(x) = exp (
κ

a(x〈+〉 − x〈−〉)
ln
x− x〈+〉
x− x〈−〉

) (26)

in terms of the two root of the quadratic function g:

x〈±〉 =
−b±

√
∆

2a
, (27)

where ∆ is the discriminant b2 − 4ac ii.
If ∆ = 0, the quadratic function g becomes degenerate: g(x) = a(x + b

2a
)2.

Then we have

fκ(x) = exp (
−κ

a(x+ b
2a

)
). (28)

iiFrom the expression of c(2) (15), one can see the value of the discriminant ∆ coincide with
c(2) for certain conformal transformations.
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Note that fκ could be multivalued due to the logarithm if ∆ 6= 0. At the moment,
we keep this ambiguity and determine how to deal with it later.

Once we know the fκ’s, from the expression (21), it is straightforward to cal-
culate the following commutation relation:

[`(+)
κ , `

(+)
κ′ ] = (κ− κ′)`(+)

κ+κ′ , (29)

establishing the representation of the Witt algebra or the classical Virasoro algebra
in the form of the differential operators on x+.

We can proceed and define the Virasoro generators as

L(+)
κ ≡ N

∫
dx+g(x+)fκ(x

+)T++(x+), (30)

where T++ is ++ component of the energy momentum tensor, and N is the nor-
malization constant to be fixed later.
Virasoro Algebra Postulating Wightman axioms, which include Poincaré sym-
metry, and dilatation symmetry, imposes several restrictions on the energy mo-
mentum tensor; T+− = T−+ = 0, and T±± depends only x± . This fact was used in
the expression in Eq. (30). It can be further derived that the commutation rela-
tions among the components of the energy momentum tensor takes the following
form [5]:

[T++(x+), T++(y+)] =
cCFT

6π
i3δ′′′(x+ − y+) + 4iδ′(x+ − y+)T++(y+)

−2iδ(x+ − y+)∂yT++(y)
∣∣
y=y+ , (31)

where cCFT ≥ 0 is a constant that would characterizes the conformal field theory in
question. The same commutation relation can be obtained for T−−. The commu-
tation relations among the Virasoro generators follow from Eq. (31) directly:[

L(+)
κ ,L(+)

κ′

]
= 2iN(κ′ − κ)L(+)

κ+κ′ +
cCFTiN

2

6π
I[κ|κ′], (32)

where

I[κ|κ′] ≡
∫
dx
{
κ3 +

(
2gg′′ − (g′)2

)
κ+ g2g′′′

} fκ+κ′

g
. (33)

The above expression I[κ|κ′] can be further simplified when g is a quadratic func-
tion (25) as follows:

I[κ|κ′] = (κ3 −∆κ)

∫
dx

g(x)
exp

[
(κ+ κ′)

∫ x dx′

g(x′)

]
(34)

= (κ3 −∆κ)

∫ χf

χi

dχe(κ+κ′)χ, (35)
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if we introduce a new variable χ as

χ ≡
∫ x dx′

g(x′)
, (36)

and specify the interval of the integration. We may further breakdown Eq. (35)
as follows:

I[κ|κ′] =


κ3−∆κ
κ+κ′

e(κ+κ′)χ
∣∣∣χf
χi

for κ+ κ′ 6= 0

(κ3 −∆κ)χ |χfχi for κ+ κ′ = 0

. (37)

Since χf and χi would depend on the roots of g, in particular its discriminant ∆,
also minding the relation between ∆ and the Casimir invariant, we analyze the
following three cases separately depending on the signature of ∆.
∆ < 0 First, we are concerned with the case ∆ < 0. In this case, two roots x〈±〉
are complex numbers. If we write

x− x〈±〉 ≡ R±e
iθ± , (38)

from Eq. (36),

χ =
i√
∆

(θ+ − θ−) . (39)

It is easy to see that χ covers 0 to 2πi√
∆

on the real axis, as x varies from −∞ to

∞. However, there is apparently ambiguity of 2πni√
∆

(n ∈ Z), that stems from the
choice of the principal value of θ±. This ambiguity reflects on the component fκ
of the differential operators we introduced in Eq (21) as

fκ = eκχ. (40)

To circumvent the predicament, we restrict the index of the differential operators
κ as follows:

κ =
√

∆m , m ∈ Z. (41)

With this restriction, the ambiguity in the differential operators `
(+)
κ is resolved

and we obtain
I[κ|κ′] = 2πi∆(m3 −m)δm+m′,0. (42)

Therefore, relabelling the Virasoro generators as L
(+)
m ≡ L(+)

κ and choosing the
normalization N = − 1

2i
√

∆
, we arrive at the familiar expression of the Virasoro

algebra: [
L(+)
m , L

(+)
m′

]
= (m−m′)L(+)

m+m′ +
cCFT

12
(m3 −m)δm+m′,0 . (43)
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This is the reproduction of the result by Lüscher and Mack [5] iii, since ∆ < 0 case
includes Lüscher-Mack Hamiltonian (19). In particular, the above shown Virasoro
algebra does not depend on the details of the construction such as particular
coefficients of the function g except the signature of ∆.
∆ > 0 Next we move to the case ∆ > 0. In this case, two poles x〈±〉 reside on the
real axis in regard to g. In order to avoid the ambiguity in the integral, it would
be natural to restrict the interval of the integration between the two poles. Still, it
is apparent that there would be divergence at the poles, from Eqs. (36) and (33).
Therefore we additionally introduce a cut-off ε� 1 near x〈±〉 in the interval of the
integration:

[x〈−〉 + ε, x〈+〉 − ε]. (44)

The treatment in the Euclidean case [19] also inspires the introduction of the
cutoff.

From Eq. (37), I[κ|κ′] for κ+ κ′ 6= 0 can be estimated as follows:

I[κ|κ′]κ6=−κ′ =
κ3 −∆κ

κ+ κ′

(
e
κ+κ′√

∆
(ln(εa/

√
∆)+iπ) − e

κ+κ′√
∆

(− ln(εa/
√

∆)+iπ)
)
, (45)

which should be null in order for the Jacobi identity of the Virasoro algebra to
be held. This requirement can be met if we demand that the index κ satisfies the
following conditioniv:

κ =
πi
√

∆

ln εa√
∆

n, n ∈ Z (46)

Note that the above condition conveniently resolves the problem of multivaluedness
of fκ, which we encountered in the ∆ < 0 case.

When κ+ κ′ = 0,

I[κ| − κ] =
κ3 −∆κ√

∆
2 ln

εa√
∆

(47)

=
−2iπ3∆(
ln εa√

∆

)2

n3 +

(
ln εa√

∆

)2

π2
n

 . (48)

Choosing the following somewhat intricate expression as normalization N :

N =
ln εa√

∆

2
√

∆π
, (49)

iiiTo match the expression exactly as in the note by Lüscher [5], we need to adopt κ = −
√

∆m.
ivWe could actually allow κ to be multiple of a half-integer to annihilate Eq. (45), but then,

we would not have L0 which is supposed to be the Hamiltonian.
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we arrive at the commutation relation

[
L(+)
n , L

(+)
n′

]
= (n− n′)L(+)

n+n′ +
cCFT

12

n3 +

(
ln εa√

∆

)2

π2
n

 δn+n′,0 , (50)

if we introduce the notation L
(+)
n = L(+)

κ . Note that there is a divergence in the
central charge term. This divergence, however, can be absorbed by shifting L

(+)
0

as follows:

L
(+)
0 → L

(+)
0 +

cCFT

24

(
ln εa√

∆

)2

π2
(51)

This shift could be related to the Schwarzian derivative term mapping to a torus
in Euclidean setup. All in all, we have the following Virasoro algebra for ∆ > 0:[

L(+)
n , L

(+)
n′

]
= (n− n′)L(+)

n+n′ +
cCFT

12
n3δn+n′,0 n, n′ ∈ Z . (52)

We would obtain the Rindler Hamiltonian M̂01 (17) by choosing b = 1, c = 0
and taking a → 0. Which means the distance between the two poles is infinite.
The Virasoro generators can be obtained by applying suitable rescaling of κ and
choice of N in the following expression:

L(+)
κ ≡ N

∫
dx+x+(x+)κT++(x+). (53)

Note that in the above κ is actually a imaginary number as one can see from Eq.
(46).
∆ = 0 Lastly, we turn our attention to the most intriguing ∆ = 0. When ∆ = 0,
we have g(x+) = a(x+ − xr)2 where xr = − b

2a
. Thus we have

χ =

∫ x+

dx

g(x)
= − 1

a(x+ − xr)
. (54)

It is apparent that as x+ runs from −∞ to ∞, χ also takes all the values between
−∞ and ∞, thus

χi = −∞ , χf =∞. (55)

It follows from Eq. (35) that

I[κ|κ′] = κ3

∫ ∞
−∞

dχe(κ+κ′)χ. (56)
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It is apparently natural for us to write κ = ik where k ∈ R and derive the delta
function 2πδ(k+k′). Redefining L(+)

k ≡ L(+)
κ and choosing N = 1

2
, we would arrive

at

[L(+)
k ,L(+)

k′ ] = (k − k′)L(+)
k+k′ +

ck3

12
δ(k + k′), k ∈ R (57)

We see that in the degenerate ∆ = 0 case, the Virasoro algebra would evoke the
continuum spectrum, because the index of the Virasoro algebra takes continuous
real value just as found in the study of the sine-square deformation of the Euclidean
conformal field theories [1, 2].

u+u−

π
2

−π
2

−π
2

π
2

i+

i−

i0L i0R

Figure 1: The universal covering space of the Penrose diamond (shaded region)
is charted by u+ and u−. While the conformal symmetry is represented utilizing
the entire covering space, the time flow by P0 (arrowed line) is confined within a
single Penrose diamond.

The physical implication of the continuous Virasoro algebra and the consequen-
tial continuous spectrum is described in the following. Since the above analysis
applies to the case that we choose P̂0 as the Hamiltonian, by taking the limit
a, b → 0, we explain using P̂0 in Eq. (6) as the Hamiltonian. The continuum
spectrum indicates that the system contains at least either infinite space or infi-
nite time. Although Minkowski spacetime is infinite both in space and time, the
covering space structure required by the conformal symmetry imposes effectively
compact spacetime, which can be best elucidated in terms of u± coordinates as
in Eq. (5). This is the reason why Lüscher-Mack Hamiltonian shows the discrete
spectrum as implied by the discrete Virasoro algebra. On the other hand, the flow
of time induced by P̂0 becomes zero at u± = ±π

2
as one can readily see from Eq.

(6). Hence time does not flow beyond a single Penrose diamond (Fig. 1). Despite
the existence of covering space, which is imperative to accomodate the conformal
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symmetry, the system quantized by the Hamiltonian with ∆ = 0 can not see the
non-simply connected structure of spacetime. As a result, the system virtually
retrieves infinite spacetime.

In the study of the SSD of Euclidean conformal field theory [1, 2], the cor-
responding quantization was called dipolar quantization as opposed to usual ra-
dial quantization; The emergence of the continuum Virasoro algebra and infinite
space was observed. Obviously, the same physical mechanism is working in the
Lorentzian case.

In summary, we have analyzed three types of Hamiltonians of 2d Lorentzian
CFT and derived the respective Virasoro algebra. We have reproduced the result
by Lüscher and Mack [5] for the negative Casimir invariant. The positive Casimir
invariant is related to the Rindler Hamiltonian, and we also derived the discrete
Virasoro algebra for this case.

Most interestingly, for the zero Casimir invariant, we obtained the continuous
Virasoro algebra and infinite spacetime. This result would clarify some of the
confusion regarding Lorentzian conformal field theories. Since the conformal in-
variance requires the introduction of the universal covering space, sometimes the
Lorentzian conformal field theory is considered unphysical due to the existence of a
closed time-like curve. Our analysis makes it clear that there is no closed time-like
curve if we choose naive time-translation P̂0 instead of Lüscher-Mack Hamiltonian.
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