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A possible method to solve the sign problem is developed by modifying the original theory. Con-
sidering several modifications of the theory, the observable in the original theory is reconstructed
from the identity connecting the observables in the original and modified theories. We demonstrate
that our method gives the correct results even if the original theory has the severe sign problem by

using a simple 1-dimensional integral.

I. INTRODUCTION

In the many fields of physics, the first-principle cal-
culation plays an important role to analyze the nonper-
turbative properties of theories. However, when the ac-
tion S is complex valued, the first-principle calculation
is difficult because of the cancellation between the Boltz-
mann factors e~®. This problem is referred to as the
sign problem. Although several ways have been pro-
posed to solve the sign problem, it has not been solved
yet. A possible solution for the sign problem is the com-
plex Langevin method. The complex Langevin method
is based on the stochastic quantization [1] with complex
actions [2, 3, 4, 5] (see [6, 7] for a review). While the
original Langevin method with real actions always gives
the correct results, the complex Langevin method some-
times fails to reproduce the correct results [8, 9, 10, 11].
The condition of the correctness the complex Langevin
method has been discussed [12, 13]. If the distribution of
the complex variables in the complex Langevin dynamics
overlaps the singularity of the drift term of the complex
Langevin equation, it breaks a requirement for the cor-
rectness of the complex Langevin method. Recently, it
is shown that this problem is one of the reasons for the
failure of the complex Langevin method and it is referred
to as the singular drift problem [14, 15]. As other rea-
sons, the complex Langevin fails when the distribution
of the variables in the complex Langevin dynamics has a
tail of slow decay in the complex direction [16] and when
the ergodicity of the complex Langevin dynamics is not
satisfied [17]; see Ref. [18] a recent review of the complex
Langevin method. The applicable scope of the complex
Langevin in Quantum Chromodynamics(QCD) at finite
density has been investigated [17, 19, 20, 21, 22, 23, 24].

The purpose of this paper is to develop a way to ob-
tain the correct results even when the complex Langevin
method fails to reproduce the correct results. Our
method proposed in this paper is a improvement of the
method proposed in our previous paper [25]. In the pre-
vious paper, we proposed a new idea to avoid the sign
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problem. In this approach, the expectation value of ob-
servables in a bad model, which suffers from the sign
problem is reconstructed by ones in a good model which
is free from the sign problem through a simple identity.
Here, the good model is defined by adding an analytic
function to the fermionic determinant of the original bad
model so that the modified model has a desirable prop-
erty from a view point of some numerical computational
schemes to be applied. Thus, we refer to this approach
as the modification method. In the previous work how-
ever, we implicitly assumed that the reweighting factor
involved in the identity can be always computed within
appropriate precisions. Obviously, this assumption will
not be satisfied when the sign problem is quite severe.
Thus, the applicability of the modification method is ex-
pected not be different so much from others investigated
so far, such as reweighting method [26, 27, 28, 29].

In this paper, we propose a new method and demon-
strate that it is applicable without computing the
reweighting factor. In Sec. II, we review the modification
method proposed in the our previous paper [25] and point
out that the reweighting factor appears in the key iden-
tity and the method is not applicable when the reweight-
ing factor is small. Then, we improve our method and
the actual procedure is explained in the general case. In
Sec. III, we apply our method to a simple model, the
Gaussian model, and demonstrate that our method re-
produces the correct results. Then, we discuss some prop-
erties of the our method, such as the advantages, the dif-
ference from the reweighting method and the applicable
scope. Section IV presents our conclusions.

II. MODIFICATION METHOD

We focus on the class of models whose partition func-
tion has a following form:

7y = /D dif(z)e™54®), (1)

where f(x) is a complex-valued function defined on = €
R, S4(z) is a real-valued action and D is an integration
domain on a real axis, D C R. Since one can general-
ize our formulation to a higher dimensional theory in a



straightforward way, we consider 0-dimensional field the-
ory, namely 1-dimensional integral. Typically, this type
of the partition function appears by integrating out the
fermion sector from the action. For instance, this class
of models includes the Thirring model, random matrix
models, and QCD. In these cases, f(x) corresponds to
the fermion determinant.
By exponentiating f(z) in Eq. 1, we get

Z; = / de—(Sal@)—log F(2)) @)
D

Clearly seen from this expression, the effective action
S(x) = Sq(z) — log f(x) is complex unless f(z) always
take real and positive values, that is f(z) € Ry. When
S(z) is complex valued function, it causes the sign prob-
lem for this class of models.

The expectation value of an observable O(x) is defined
by
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For the later convenience, we introduce the special nota-
tion for the case of f(z) = 1:

Z=7 = /Ddxe—sq@), (0) = (0), . (4)

With these definitions, the observable O(x) obeys

(1{0); =({fO). (5)

By using the identity, we find the following relation for
two arbitrary complex-valued functions f(x) and g(z)
and the observable O(z):

(N O);+(9)(O)y =(f +9)(O) ;- (6)
If (f) # 0, we obtain
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This is what we have shown in the previous paper [25].
This identity is useful when the expectation value (O),
is difficult to compute due to the sign problem. If one
chooses an appropriate g(x) so that the alternative model
Z4 and the modified model Z¢, are free from the sign
problem, one obtains (O) s through computing (O) , and
(O) ¢y, We refer to this technique as the modification
method. Tt is known that this method is applicable to the
U(1)-link model [10]. A practical way to find an optimal
g(x) is also proposed in the previous work [25].
However, there is a caveat. It is non-trivial whether
(O) 5 can be computed within appropriate precisions due
to the existence of the factor (g) / (f). In fact, this factor

is rewritten as
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The quantity (f/g), is nothing but the so-called
reweighting factor [30]. If the absolute value of the
reweighting factor is small, it indicates that the sign prob-
lem is severe. Apparently, one can compute (O) f through
Eq. 7 when g() is chosen so that the factor |(f/g), | is
sufficiently large. Therefore, it seems that our modifica-
tion method has the same difficulty as the reweighting
method [26].

Nevertheless, we shall point out that our method is
different from the reweighting method and the large
reweighting factor is not necessary to apply the modi-
fication method. To see this, we rewrite Eq. 7 as

g9

Y = agx + by. (10)
Here, we separate the Eq. 7 into the g-independent parts

1

m, (11)

and g-dependent parts

ag = ((0) 1 = (0),) (9). (12)

by =(O) s (13)
Suppose that all g-dependent quantities can be computed
without the sign problem, and there are several candi-
dates of such functions g(z). In this case, g-independent
quantities y and x are obtained as an intersection point
of the set of straight lines {agz + by}. In the follow-
ing section, we demonstrate the method discussed in this
section, which is referred to as the multi-modification
method in this paper, using a simple model.

III. APPLICATION TO THE GAUSSIAN
MODEL

In this section, we apply our method to the Gaussian
model. To begin with, the sign problem in the model is
discussed. Then, we demonstrate how our method works
and gives the correct results.



A. Sign problem in the Gaussian model

The Gaussian model is a O-dimensional field theory,
which has the partition function

7y = / T daf@e T, @) = (ehia)  (14)
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with a positive real parameter a > 0. The effective action
S(z) = 2?/2 — log f(x) is complex valued because f(x)
is complex valued when « # 0. Then, this model has the
sign problem.

The analytic solutions of the observables in this model
can be easily obtained. For example, the observables x2,

2%, 2% are obtained as
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In this study, we adopt the complex Langevin method
to numerically calculate the observables in the Gaussian
model. The complex Langevin equation of this model is
written as

dz

— =D t 18
= = D(=) + (), (15)
where z is the complexified variable + — z € C and ¢
is the fictitious time of the complex Langevin dynamics.
The First term of the RHS in Eq. (18) is the drift term,
which is expressed as

2
D(z) = — =— 19
(2) 0z et z +ia (19)
and the second term is the Gaussian noise term, which
satisfies

)y =0, ((t)n(t2))n = 20t 15, (20)

where (---), denotes the noise average. It was shown
that the complex Langevin method in this model gives
the correct results when the singular drift problem does
not occur [14, 15]. In this model, there are no problems
on the slow decay of the distribution in the complex di-
rection and the ergodicity. Thus in this model, we sup-
pose that the condition for the correctness of the complex
Langevin method is only the absence of the singular drift
problem.

In the Gaussian model, the correctness of the complex
Langevin method depends on the parameter «. In Fig.
1, the numerical results of the complex Langevin method
for an observable O(z) = Re(2?) are shown. When the
parameter « is sufficiently large o 2 2.7, the complex
Langevin method gives the correct result. This is be-

cause there is no singular drift problem when o 2 2.7.
To see that, in Fig. 2, the histogram of the absolute value
of drift term p(|D(2)|) in the complex Langevin dynam-
ics is shown when a = 2.7. In the numerical calculation,
we use the Euler’s method to solve the complex Langevin
equation for the total Langevin flow time 107 with the
discrete time dt = 1072. We take configuration every
1 Langevin time after 102 Langevin time for the ther-
malization. Since the histogram in Fig. 2 exponentially
damps when o = 2.7, it is found that the singular drift
problem does not occur. On the other hand, the complex
Langevin method fails to give the correct results in the
other region, in particular around o ~ 1. In Fig. 3, the
distribution of the drift term with a = 1.5 is shown. Un-
like the case with o 2 2.7, the distribution with & = 1.5
does not exponentially drop and has the long tail to the
large | D|. Thus, when o = 1.5, it seems that the singular
drift problem occurs. Such kind of the analysis has been
done in the previous study in the Gaussian model [14].
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FIG.1. The observables (Re(z?)) plotted against the param-
eter o in the Gaussian model. Solid line denotes the analytical
solution and the points denotes the numerical results of the
complex Langevin method.

In this paper, in order to reproduce the correct results
even in the small-a region by numerical calculation, we
consider the modification method. However, it is diffi-
cult to calculate observables within sufficient precision
only by directly using the modification method in the
Gaussian model. To see that, in the following, we con-
sider to directly apply the modification formula (7) to
the Gaussian model.

As a modification function g(x) of the theory, we con-
sider a function

9(x) = (z +1iB)* (21)

with a positive real parameter 5. This function has the
same form as f(z) in Eq. (14) and different parameter 3.
In order to apply the modification method, we have to
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FIG. 2. The histogram for the absolute value of the drift
term in the complex Langevin equation of the Gaussian model
when a = 2.7 in log scale.
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FIG. 3. The histogram for the absolute value of the drift
term in the complex Langevin equation of the Gaussian model
when o = 1.5 in log scale.

choose appropriate function g(z), namely the parameter
B here, so that the following quantities can be correctly
calculated:

1. The observables (O), and (O) ¢4,
2. The factor (g) / (f)

Concretely, the value of 3 is constrained in the follow-
ing way. The observable (O), in the g-theory should be
correctly calculated by the complex Langevin method.
Since the modification function g(x) has the same form
as the original function f(z), we already know that (O),
is correctly obtained when § > 2.7. In addition to the
observable (O),, the observable (O)f1, in the (f + g)-
theory also should be correctly calculated by the complex

Langevin method. We perform the complex Langevin dy-
namics and investigate the distribution of the drift term
in the (f + g)-theory for each a and 3. For example,
in Fig. 4, it is shown that the distribution of the abso-
lute value of the drift term exponentially drops and the
singular drift problem does not occur when a = 1.5 and
B = 3.5. In our analysis on the distribution of the drift
term, we find that there is no singular drift problem in
the (f + g)-theory for arbitrary « > 0 if we choose g(z)
with 8 > 3.5. Thus, the 1st condition of 8 is 5 > 3.5.

6 f

1x10

100000

10000 |

p(ID)

1000 |

100 |

10

10 15 20 25
DI

FIG. 4. The histogram for the absolute value of the drift term
in the complex Langevin equation of the modified Gaussian
model when o = 1.5 and 8 = 3.5 in log scale.

Next, following the 2nd condition, the factor (g)/(f)
should be correctly calculated. However, this factor is
problematic in the modification method. As discussed in
(9) in the section II, this factor is rewritten to the inverse
of the reweighting factor (f/g>g_1. When the sign prob-
lem is severe, the absolute value of the reweighting factor
| (f/g), | tends to be small, and it is difficult to calculate
the observable (O); with sufficient precision. Actually,
as shown in Fig. 5, the absolute value of the reweight-
ing factor |(f/g), | is smaller than 1 in 0 < a < 3 with
3.5 < 8. In particular, in the region around o = 1, where
the sign problem is severe, the reweighting factor is al-
most 0. This happens because of the oscillatory behavior
of the quantity (f). Thus, there is no g satisfying both
1st and 2nd conditions above.

Then, it is quite difficult to calculate the observable
(O) ¢ by using the modification formula (7). This problem
occurs also in the ordinary reweighting technique [26].
Although the modification method is different method
from the reweighting method, the modification method
has the same problem as the reweighting method.

Therefore, the alternative way is desired to calculate
the observable (O); without direct calculation of the
reweighting factor (f/g) , in particular, the quantity (f).
In the next subsection, we develop such method, namely
the multi-modification method, and demonstrate that
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FIG. 5. The reweighting factor (f/g), calculated in

the g-theory by the complex Langevin method with f =
3.5,4.5,5.5,6.5 plotted against a.

the method works well in the Gaussian model.

B. multi-modification method

We demonstrate that the multi-modification method
discussed in Sec. II gives the correct results in the Gaus-
sian model even in the parameter-region where the sign
problem is severe.

As discussed in Sec. II, we rewrite the modification
formula (7) to the linear function as Eq. (10). We again
use the modification function g(z) defined in Eq. (21),
and each linear function (10) is determined once g(z) is
fixed. Our approach is to calculate the quantities (f) and
(O) s, namely x and y, as the intersection point of a set of
lines {y = agyx + by} by calculating a, and b, for several

Ideally, a set of lines {y = a4x+b, } has an unique inter-
section point shown as Fig. 6. However, the coefficients
ag and b, have errors because the actual calculation for
the observables (O) 44, (O)y and (g) are performed by
the complex Langevin method. Thus the value of y has
an error for each x due to the errors of the coeflicients
and the possible values (z,y) form a band-like region in
zy-plane. We estimate the correct values of x and vy,
namely (f) and (O)y, from the overlap of all the band-
like regions corresponding several 3.

To apply the multi-modification method, we have to
choose appropriate function g(z), namely the parameter
0 here, so that the following quantities can be correctly
calculated:

1. The observables (O), and (O) sy,
2. The average (g)

Note that the 2nd condition in the multi-modification
method is weaker than the 2nd condition in the original
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FIG. 6. A set of lines defined in Eq. (10) with o = 1.5
and 8 = 3.5,4.5,5.5,6.5. The analytic solution is substituted
for the coefficients a4, and by. The black circle denotes the
analytic solution of (z,y).

modification method while the 1st conditions are same.
In principle, the average (g(z)) in the quenched theory
is always calculable by the Monte Carlo method because
Sq(x) is supposed to be real. However, this quantity
becomes difficult to calculate if the modification function
g(x) has violent oscillation on its phase. Thus g(x) should
be chosen so that the sign of Re(g(z)) is not frequently
changed in the importance sampling of the Monte Carlo
simulation.

Actual condition for 3 is investigated as follows. From
the 1st condition, § is constrained to 3.5 < [ as we
already know in the previous subsection. Fortunately,
when 3.5 < 3, the quantity (g) can be correctly obtained
by the Monte Carlo method. In fact, the sign of Re(g(z))
is almost always negative in the Monte Carlo calculation
if 3.5 < B. This result reflects the fact that the sign prob-
lem in the Gaussian model is not severe when 3.5 < .
Therefore, if 3.5 < 3, the above conditions are satisfied.
In other words, the coefficients a, and b, in Eq. (10) can
be correctly calculated when 3.5 < .

In our analysis, 6 values of 8 are taken from 3.5 to
8.5. With those S, the observables (O);4, and (O),
are calculated by the complex Langevin method, and the
quantity (g) is calculated by the Monte Carlo method.
In the complex Langevin method, we also use the Eu-
ler’s method to solve the complex Langevin equation for
the total Langevin flow time 107 with the discrete time
dt = 1072, We take configuration every 1 Langevin time
after 10?2 Langevin time for the thermalization. We con-
sider O(z) = 22 as the observable, and then Re(z?) is
calculated by the multi-modification method.

In Fig. 7, we show the regions of the possible values of
(x,y) for each B when O(z) = Rez? with a = 1.5. The
black square at (—0.8,—0.6) denotes the analytic solu-
tion of (1/(f), (Rez?)s). The gray region is the overlap



of all the regions for each 3, and certainly covers the an-
alytic solution. We have performed the similar analysis
for the other @ on O(z) = Rez?. In Fig. 8, we show the
numerical results of O(z) = Rez? for each « calculated
by the multi-modification method. In addition to the
parameter-region where the sign problem is not severe,
the multi-modification method certainly reproduces the
correct results even in the parameter-region where the
sign problem is severe and the original complex Langevin
method fails to give the correct results.
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FIG. 7.  The region of the possible values of (z,y) from
Eq. (10) for each 8 and their overlap (gray colored) when
O(z) = Rez? and a = 1.5. The black circle at (—0.8, —0.6) is
the point of the analytic solution.
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FIG. 8. The numerical results of O(z) = Rez? with 0 < a <

3 by the multi-modification method.

C. Discussion

The multi-modification method has some advantages
than the original modification method. In our method,
we do not have to directly calculate (f), which is the
average of the oscillatory function. It is difficult to cal-
culate the quantity with enough precision, in particular,
when the sign problem is severe. However, in our method,
both (f) and (O) can be simultaneously obtained with-
out direct calculation of (f) itself. In fact, the numerical
results of the average (f) obtained in our method well
reproduces the correct results, as shown in Fig. 9.

Moreover, as another advantage of the multi-
modification, we can reduce the errors of the observable
(O) s by considering more modification functions g(z). In
particular, if the coefficients a4 and b, are quite different
between considered functions g(x), the overlap region is
more restricted. Then, in principle, we can improve the
numerical calculation by considering many modifications
of the theory. To that end, we have to develop more sys-
tematic ways to find an appropriate function g(x) as well
as the function defined in Eq. (21). However, it is work
in progress.

numrical calculation
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FIG. 9.  The numerical results of (f) for each o by the
multi-modification method.

In addition to O(z) = Rez?, we have performed sim-
ilar analysis on other observables with higher power of
z, O(z) = Rez? and O(z) = Rez®. In Figs. 10 and
11, the numerical results for each observable are shown.
Although the results cover the analytical solutions with
their error, its errors are larger by increasing the power
of z.

From Figs. 8, 10 and 11 One can see that the numerical
error becomes larger around o = 1. This is because the
changes of the coefficients a4, and b, are small even if 3
changes when o ~ 1. As a result, the overlap of the linear
functions forms a wide region, then the numerical error
for the observable (O) ; becomes larger.

In our method, the observable in the original theory
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FIG. 10. The numerical results of O(z) = Rez* with 0 <
a < 3 by the multi-modification method.
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FIG. 11.  The numerical results of O(z) = Rez® with 0 <

a < 3 by the multi-modification method.

where the sign problem is severe is obtained from the
observables in the modified and reference theories where
the sign problem is not severe. This concept is similar to
that in the reweighting method. In fact, when we directly
apply the modification method and the sign problem is
severe, the reweighting factor (f/g) , is small and the
modification has the same difficulty as the reweighting
method. However, the modification method is a differ-
ent method from the reweighting method. In particular,
one does not have to calculate the reweighting factor in
our method proposed in this paper. Moreover, in our
method, there is no overlap problem which appears in
the reweighting method[31].

In this study, we adopt the complex Langevin method
as a calculating tool of each observable in the theories
with the complex action. As other tools instead of the
complex Langevin method, there are some candidates

proposed in Ref. [32, 33, 34, 35, 36, 37, 38, 39, 40]. Ba-
sically, they are based on the Lefschetz thimble method
[41, 42] If one of them is adopted, the appropriate range
of 8 is different from the case of the complex Langevin
method, 3.5 < 3. It is nontrivial which method is supe-
rior as the actual calculating tool. The reason why we
adopt the complex Langevin method is that the correct-
ness of the complex Langevin method is easy to judge by
investigating the distribution of the drift term, at least
in this model.

Finally, we mention the applicable scope of the
multi-modification method. To calculate the observable
(O(2)); in the original theory by the multi-modification
method, the 3 quantities, (g(z)) , (O(x)), and (O(x)>f+.g
should be calculated. If one can find some appropri-
ate modification functions g(z) satisfying the conditions,
the observable (O(z)), is always obtained by the pro-
cedure demonstrated above. Therefore, our method can
be applied the higher-dimensional theories. For example,
some interested theories such as the thirring model, chi-
ral random matrix theories and QCD have the sign prob-
lem at finite chemical potential. In those theories, there
are some parameter region where the complex Langevin
method gives the correct results. From the results in the
parameter region, one can apply the multi-modification
method and calculate the observable in the region where
the sign problem is severe and the complex Langevin
method gives the incorrect results.

IV. SUMMARY

In this paper, we have developed a way named multi-
modification method to solve the sign problem by im-
proving our previous method [25]. In our method, instead
calculating an observable in the original theory with the
fermion determinant f(z), one calculates the observables
(O(z)), and (O(z));,, in the theories with the fermion
determinants g(z) and f(x)+g(z) and the average (g(z))
in the quenched theory. If one can find the appropriate
functions g(x), the observable in the original theory can
be reconstructed from the overlap of the linear functions
defined in Eq. (10) for each g(x).

By applying it to a toy model, the Gaussian model, we
demonstrate how our method works when the complex
Langevin method is adopted as a computational scheme.
Although the modification function g(x) is arbitrary in
general, we consider only the function which has the same
form as f(x) and different parameter 3 defined in Eq.
(21). As a result, the correct results are correctly repro-
duced by our method in the parameter region where the
sign problem is severe and the direct use of the complex
Langevin method results in the wrong convergence. If
other appropriate function g(x) exists and one can find
it, the error of the observable will be smaller. To develop
more systematic ways to find an appropriate function
g(x) is work in progress.

Since it is not difficult, at least formally, to generalize



our method to higher dimensional problem, we would like
to apply our method to the higher dimensional theories,
such as the Thirring model, the random matrix theory,
and finally QCD.

ACKNOWLEDGMENTS

T.M.D. is supported by the RIKEN Special Postdoc-
toral Researchers Program. The authors thank H. Fujii

for fruitful discussions.

[1] G. Parisi and Y.-s. Wu, Sci. Sin. 24, 483 (1981)

[2] G. Parisi, Phys. Lett. B131, 393 (1983)

[3] J. R. Klauder, Recent developments in high-energy
physics.  Proceedings,  22. Internationale  Univer-
sittswochen  fr  Kernphysik: Schladming, Austria,
February 23 - March 5, 1983, Acta Phys. Austriaca
Suppl. 25, 251 (1983)

[4] J. R. Klauder, Phys. Rev. A29, 2036 (1984)

[5] J. Klauder and W. Petersen, J. Stat. Phys. 39, 53 (1985)

[6] P. H. Damgaard and H. Huffel, Phys. Rept. 152, 227
(1987)

[7] M. Namiki, I. Ohba, K. Okano, Y. Yamanaka, A. K.
Kapoor, H. Nakazato, and S. Tanaka, Lect. Notes Phys.
Monogr. 9, 1 (1992)

[8] J. Ambjorn and S. K. Yang, Phys. Lett. 165B, 140 (1985)

[9] J. Ambjorn, M. Flensburg, and C. Peterson, Phys. Lett.
159B, 335 (1985)

[10] J. Ambjorn, M. Flensburg, and C. Peterson, Nucl. Phys.
B275, 375 (1986)

[11] J. Flower, S. W. Otto, and S. Callahan, Phys.Rev. D34,
598 (1986)

[12] G. Aarts, E. Seiler, and [.-O. Stamatescu, Phys. Rev.
D81, 054508 (2010), arXiv:0912.3360 [hep-lat]

[13] G. Aarts, F. A. James, E. Seiler, and 1.-O. Stamatescu,
Eur. Phys. J. C71, 1756 (2011), arXiv:1101.3270 [hep-lat]

[14] J. Nishimura and S. Shimasaki, Phys. Rev. D92, 011501
(2015), arXiv:1504.08359 [hep-lat]

[15] K. Nagata, J. Nishimura, and S. Shimasaki, Phys. Rev.
D94, 114515 (2016), arXiv:1606.07627 [hep-lat]

[16] E. Seiler, D. Sexty, and I.-O. Stamatescu, Phys. Lett.
B723, 213 (2013), arXiv:1211.3709 [hep-lat]

[17] G. Aarts, E. Seiler, D. Sexty, and L.-O. Stamatescu,
JHEP 05, 044 (2017), arXiv:1701.02322 [hep-lat]

[18] E. Seiler, in 35th International Symposium on Lattice
Field Theory (Lattice 2017) Granada, Spain, June 18-
24, 2017 (2017) arXiv:1708.08254 [hep-lat]

[19] D. Sexty, Phys. Lett. B729, 108 (2014), arXiv:1307.7748
[hep-lat]

[20] Z. Fodor, S. D. Katz, D. Sexty, and C. Trk, Phys. Rev.
D92, 094516 (2015), arXiv:1508.05260 [hep-lat]

[21] K. Nagata, H. Matsufuru, J. Nishimura, and S. Shi-
masaki, Proceedings, 34th International Symposium on
Lattice Field Theory (Lattice 2016): Southampton, UK,
July 24-30, 2016, PoS LATTICE2016, 067 (2016),
arXiv:1611.08077 [hep-lat]

[22] G. Aarts, F. Attanasio, B. Jger, and D. Sexty, JHEP 09,
087 (2016), arXiv:1606.05561 [hep-lat]

[23] Y. Ito and J. Nishimura, JHEP 12, 009 (2016),
arXiv:1609.04501 [hep-lat]

[24] K. Nagata, J. Nishimura, and S. Shimasaki, JHEP 07,
073 (2016), arXiv:1604.07717 [hep-lat]

[25] S. Tsutsui and T. M. Doi, Phys. Rev. D94, 074009
(2016), arXiv:1508.04231 [hep-lat]

[26] P. de Forcrand, Proceedings, 27th International Sympo-
sium on Lattice field theory (Lattice 2009): Beijing, P.R.
China, July 26-31, 2009, PoS LAT2009, 010 (2009),
arXiv:1005.0539 [hep-lat]

[27) A. M. Ferrenberg and R. H. Swendsen, Phys. Rev. Lett.
61, 2635 (1988)

[28] A. M. Ferrenberg and R. H. Swendsen, Phys. Rev. Lett.
63, 1195 (1989)

[29] Z. Fodor and S. D. Katz, Phys. Lett. B534, 87 (2002),
arXiv:hep-lat /0104001 [hep-lat]

[30] H. Fujii, private communication

[31] H. Saito, S. Ejiri, S. Aoki, K. Kanaya, Y. Nakagawa,
H. Ohno, K. Okuno, and T. Umeda, Phys. Rev. D89,
034507 (2014), arXiv:1309.2445 [hep-lat]

[32] M. Cristoforetti, F. Di Renzo, and L. Scorzato
(AuroraScience), Phys. Rev. D86, 074506 (2012),
arXiv:1205.3996 [hep-lat]

[33] A. Alexandru, G. Basar, and P. Bedaque, Phys. Rev.
D93, 014504 (2016), arXiv:1510.03258 [hep-lat]

[34] A. Alexandru, G. Basar, P. F. Bedaque, G. W. Ridgway,
and N. C. Warrington, Phys. Rev. D93, 094514 (2016),
arXiv:1604.00956 [hep-lat]

[35] A. Alexandru, G. Basar, P. F. Bedaque, G. W. Ridg-
way, and N. C. Warrington, JHEP 05, 053 (2016),
arXiv:1512.08764 [hep-lat]

[36] M. Fukuma and N. Umeda, PTEP 2017, 073B01 (2017),
arXiv:1703.00861 [hep-lat]

[37] A. Alexandru, G. Basar, P. F. Bedaque, and
N. C. Warrington, Phys. Rev. D96, 034513 (2017),
arXiv:1703.02414 [hep-lat]

[38] A. Alexandru, P. Bedaque, H. Lamm, and
S. Lawrence(2017), arXiv:1709.01971 [hep-lat]

[39] Y. Mori, K. Kashiwa, and A. Ohnishi(2017),
arXiv:1709.03208 [hep-lat]
[40] Y. Mori, K. Kashiwa, and A. Ohnishi(2017),

arXiv:1705.05605 [hep-lat]

[41] F. Pham, Proc. Symp. Pure Math. 40, 319 (1983)

[42] E. Witten, in Chern-Simons gauge theory: 20 years af-
ter. Proceedings, Workshop, Bonn, Germany, August 3-
7, 2009 (2010) pp. 347-446, arXiv:1001.2933 [hep-th]



